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Abstract

We are interested in the study of distributed stochastic gradient descent algorithms and their
implementation on a machine with several processors. We attack the problem from a performance
and computational speed point of view, and we will also impose on our solutions to be reproducible, i.e.
to give the same results if run on the same data set. We will focus mainly on the PR-SGD algorithm
introduced in [1], and we will give some adaptations that improve the execution speed when time
needed to load the data on the computer’s RAM is very long. For each proposed algorithm, we give
a proof of convergence and an estimate of its runtime. Finally, we compare our algorithms using a
notion of ε-performance that we define.
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1 Introduction

Many problems in science or engineering can be reduced to constrained optimization problems. Such
problems are increasingly at stake, especially with the exponential rise of deep learning, having appli-
cations in countless fields ranging from medicine to automotive production. The objective is typically
to minimize a loss function that is difficult to express or study analytically. In the context of machine
learning in general we can only observe noisy values of our objective function and its gradient, thus we
use stochastic gradient descent algorithms (SGD).

Although these algorithms have proven to be efficient theoretically and also in practice, the handling
of massive data and the size of the neural networks used make the optimization process slow and require a
very long computation time. Work has therefore been done to exploit the computational power of today’s
machines in order to accelerate the speed of computation, in particular by distributing the computations
on different processors. An immediate difficulty to do this comes from the fact that SGD algorithms
are by nature sequential: the result at step t − 1 is used at step t. Distributing the computation might
therefore give a result that would be less good in terms of convergence of the objective function to its
minimum after using the same number of observations. However, the distribution of the computation is
still efficient because the execution time is faster, and thus we reach small values of our objective function
F in a shorter computation time. The distribution of the optimization process is even more relevant in
other contexts such as federated learning, where each worker has its own private data set that cannot
be shared. We are not interested in this case, and we place ourselves in the setting of a machine with
several processors, and the objective is to improve the execution time of the algorithm necessary to reach
a certain value F ⋆ + ε of the objective function.

We are also interested in the often neglected aspect of the reproducibility: we want two independent
runs of the algorithm on the same training set and with the same initial conditions to give the
same result (the execution time may vary from a run to another). In the majority of articles in
the literature that focus on distributed SGD, reproducibility is not taken into account. However,
this has become an important issue in recent years especially after the reproducibility crisis revealed
by a statistic published in Nature 2016, which showed that a large part of the results presented in
machine learning papers were not reproducible. Having reproducible experiments allows to prove
the correctness of the adopted approach, and confirms that the results are not the result of a lucky
chance. Otherwise, one could deduce that a certain configuration of parameters or a new method is
more efficient when it is not the case, especially when conducting costly experiments that cannot be
made enough times to have a good estimate of the average result. Moreover, from a code produc-
tion point of view, it is also necessary to be able to detect eventual problems in the code and correct them.

We place ourselves in the case of very high dimensional data, that requires an important time to be
loaded from the hard disk of the computer to its Random Access Memory (RAM). This will reduce the
efficiency of PR-SGD, and our objective will be to design adaptations that overcome this difficulty in
that particular case.

2 Related Work

In the context of stochastic gradient descent, we want to minimize a differentiable stochastic objective
function F . During T iterations, we observe realizations ∇F1, . . . ,∇FT of its gradient (E[∇Ft] = ∇F ),
and we use them instead of the real gradient of F for updating the parameters vector with a learning
rate λ. The convergence and the performance of SGD have been widely studied and tested with different
classes of objective functions. There have also been adaptations and improvements of SGD, leading to
many more powerful optimization algorithms such as ADAM [2].
A possible way to improve SGD is to try to speed up the algorithm by parallelizing the computation.
Indeed, in the context of machine learning, we have a table of observations used to compute the stochastic
gradients, we can imagine having several processors reading the simultaneously different lines from the
table in order to reduce the computation time. A first idea would be to make a gradient descent by mini-
batches as proposed in [3], but a better strategy is to have each processor doing a local gradient descent
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and to synchronize the obtained parameters regularly after a few iterations, this gives a better convergence
than the mini-batch approach as proved in [4] and [5]. Several papers were interested in the theoretical
and experimental study of this algorithm and its variants like [6] and [7]. One concern is the waiting
times: when a processor is faster than the others or when the execution times are random, we have idles
appearing, that is to say that the processors having finished their tasks first must wait for the last ones to
finish too before synchronizing and continuing their calculations. The Hogwild algorithm introduced in
[8] gives a lock free solution, and it is one of the most popular distributed gradient descent algorithms. In
our case, we are interested as explained in the introduction in the aspect of reproducibility, and Hogwild
is not reproducible by construction because the synchronization moment is independent from the number
of iterations done by each processor, the randomness in the outcome of the algorithm comes therefore
from the randomness of the execution times of the processor: the time needed for a same processor to
execute a task is never deterministic. The Parallel Restarted Stochastic Gradient Descent (PR-SGD)
[1], on the other hand, is reproducible and it is the algorithm we will focus on. Further explanations on
PR-SGD are given in Section 5.

3 Formal Problem

3.1 Setting

The optimization problem In the classical setting of stochastic gradient descent (SGD), we want to
optimize a noisy objective function F . If we assume that the noise is caused only by the observed data,
then the problem can be written as follows: we have a function f : X ×Rd 7→ R differentiable with respect
to the second variable, where X is the set of observations. We have N observations a1, . . . , aN ∈ X that
are iid and follow a probability law ζ. At each step 1 ≤ n ≤ N we observe Fn := f(an; ·), and we want
to find the vector θ⋆ minimizing

F : θ ∈ Rd → Ea∼ζ [f(a; θ)] = E[Fn(θ)].

The functions F, F1, . . . , FN are differentiable with respect to θ (for any a1, . . . , aN ), and we have∇F (θ) =
E[∇Fn(θ)] for any θ ∈ Rd. We also assume that we dispose of k workers (processors) w1, . . . , wk, and
we wish to perform a parallel stochastic gradient descent (PSGD). We impose however one constraint on
our PSGD algorithm: that is to be reproducible (see Section 3.2).
We can assume having infinite observations by defining an := a(n mod N) for n ≥ N .

Assumptions on the Objective Function The functions encountered in the optimization of neural
network parameters are not convex in general functions and they present very few regularity properties.
However, in order to give theoretical guarantees of the optimization algorithms, it is necessary to make
some assumptions on the functions f and F . In addition to differentiability, we will assume that

• F is L-smooth:
∥∇F (θ)−∇F (θ′)∥ ≤ L∥θ − θ′∥ ∀θ, θ′ ∈ Rd, (A1)

• there exists a constants σ,G > 0 such that for any θ ∈ Rd

Ea∼ζ [∥∇θf(a, θ)−∇F (θ)∥2] ≤ σ2, (A2)

Ea∼ζ [∥∇θf(a, θ)∥2] ≤ G2. (A3)

These assumptions are the same as in [1]. The first one ensures that the gradient cannot change too
quickly, thus the value of the gradient is in a sense informative of the region where it is and not only the
point θ, and with a sufficiently small step size we are sure to move in a good direction.
The second assumption is essential for the parallel setting. Without going much into details, the idea
later will be to have a local parameter vector θi for each worker wi, and a central vector θ that is
their average. Having a bounded variance guarantees that the averaged parameter vector has a smaller
variance compared to a normal gradient descent: it would be divided by the number of workers k, and
this enhances the convergence of the parallel algorithm.
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The data We place ourselves in the case of very high dimensional data, and contrary to the federated
learning setting, all the workers have access to the whole data set. This might seem to simplify the
problem, but in fact it makes the access to the data more time consuming. In fact, due to the very high
dimension of the observations space X , we cannot read all the dataset at once: it is too large to be loaded
on the Random Access Memory (RAM) of the computer. Moreover, the dataset can only be accessed via
the first observation, and it can only be read linearly, i.e reading an observation an requires passing over
all the observations a1, . . . , an−1.
To respect the limied memory constraint, each worker is only allowed to load P lines into the memory
at once: when a worker reaches the observation aP , it frees its dedicated memory and loads the next P
observations aP+1, . . . , a2P . In all the remainder, these blocks of P observations are called ”Pages”.

The workers Each worker wi has a local parameters vector θi and a head hi positioned on some
observation ahi . Initially, the heads of all the workers are pointing to the first observation: hi = 1 .

The workers are controlled by a core script, from which we can command them to execute the following
elementary requests:

• NextObs(wi): moves the head of the worker to the next observation (hi ← hi + 1). If the worker
reaches the end of a page, it loads the next one in order to do this action.

• SgdStep(wi, λ): performs one step of the stochastic gradient descent using the parameters vector
θi and the observation ahi : θi ← θi − λ∇Fhi(θi).

• SetParameters(wi; θ): sets the worker’s parameters vector to θ: θi ← Copy(θ)

• GetParameters(wi): returns the parameter’s vector of the worker θi.

We also assume that the workers have the same processing speed. However, the time needed for executing
a task is never deterministic. having identical workers means that the time needed by each of them to
execute a same task follows the same probability distribution.

3.2 Reproducible Algorithms

We explained in the introduction the importance of having reproducible algorithms. We give here a
formal definition of reproducibility.

Definition 1. Consider an algorithm A that takes an input X, executes set of actions
action1, action2, . . . , actionm that can be random, then returns an output Y . This algorithm is said to be
reproducible if Y depends only on X.

The pseudo-randomness due to generating random values during the algorithm can easily be con-
trolled, but the randomness we cannot control is the one due to the execution time. This can be encoun-
tered in many parallel algorithms as Hoglwild [8].

Example 2. A simpler example would be having several processors, each executing a different task re-
turning some numerical value, and let us say that the output of the algorithm is the value returned by
the first processor to finish its calculation. The output of this algorithm is not reproducible because of the
randomness of the execution times of the processors.

3.3 Benchmarks and Performance Indicators

The speed on an algorithm is usually measured by an asymptotic big-O estimate of the number of its
elementary operations, but we will aim in the following for precise non-asymptotic estimates. In order
to evaluate the performance of a distributed SGD algorithm, we will compare its runtime and the loss it
obtains to those of the non-distributed SGD to measure how much we gain from using several workers.
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Convergence Criterion Since we are interested in non-convex functions, it is very difficult to have
convergence rates for the value of the objective function. Following the convention used in [1], we will
measure the convergence by estimating the quantity ∥∇F (θ)∥2. Having small gradients means that we
are close to a local minimum or maximum of F , and with an algorithm that is not very bad we would
hopefully be close to a local minimum.
Note that in the case of κ-strongly convex functions, this gives a control on the value of the function or
the distance to the optimum θ⋆ of F thanks to the inequality

κ

2
∥θ − θ⋆∥2 ≤ F (θ)− F (θ⋆) ≤ 1

2κ
∥∇F (θ)∥2 ∀θ ∈ Rd.

Performance Evaluation To compare the execution time of two algorithms, they must have
comparable stopping criteria. In our case we compare the time they need to process a same number of
observations N . The ideal with k workers would be to have an execution time divided by k compared
to SGD, but of course this cannot be reached because there are communication and synchronization
costs. As for the loss, stopping after processing N observations means that with more workers, each one
will do less local SGD steps leading to a slower convergence. On the other hand, averaging their results
might play a corrective role and improve the convergence. It is therefore hard to predict the effect of
using multiple workers on the final loss value.

In the remainder, for any algorithm A reading the observations table and aiming at minimizing F ,
we will note T (A, N) the time it needs for processing N observations.

Definition 3 (Execution Time Ratio). Consider a distributed SGD algorithm A with k workers. We
then define the execution time ratio of A by

TR(A) := lim
N→+∞

(
T (SGD;N)

k · T (A;N)

)
≤ 1.

The value 1 cannot be reached because A cannot be k times faster than SGD due to the additional
communication time when using multiple workers instead of just one.

We take the limit when N → ∞ because we do not want to take into account the eventual constant
time at the beginning of any algorithm for initializing the workers or do other tasks that are not described
in the pseudo-code.
This indicator only concerns the execution time, but we must not neglect the loss. We need to find a
good compromise between the time we gain and the quality of the final result. The real indicator to
maximize is therefore the ”ε-performance” in the definition below.

Definition 4 (ε-performance). Consider a distributed algorithm A minimizing F using k workers, that
computes a sequence of parameter vectors θ1, θ2, . . ., processing B observations to compute each new θt.
We define the number of iterations necessary for A to reach a certain level ε of ∥∇F∥2:

Tε(A) := min{t ∈ N : ∥∇F (θt)∥2 ≤ ε},

and we define the execution time necessary for that

Tε(A) := T (A;BTε(A)).

Note that BTε(A) is simply the number of observations processed after Tε(A) observations. Tε is eventu-
ally +∞ if the aimed loss level ε is never reached. We then define the ”ε-performance” of A by

Pε(A) :=
Tε(SGD)

k · Tε(A)
.

The ideal would be to have a performance value close to 1.

The definitions above hold when considering that the execution time is deterministic, but this is never
the case. We should thus write them as ratios of expectations:

TR(A) := lim
N→+∞

(
E[T (SGD;N)]

k · E[T (A;TN )]

)
, Pε(A) :=

E[Tε(SGD)]

k · E[Tε(A)]
.

7



Estimating the Runtime To give estimations of the execution times of our Algorithms, we need to
make some assumptions: let us fix I ∈ N∗, we assume that

• the time needed by a worker to achieve I times SgdStep is an independent uniform random variable
in [αI , βI ] where βI > αI > 0,

• the synchronization time between the core and the workers is of the form γk with γ > 0,

• no time is needed for the executing the operation NextObs when the worker stays on the same page
(it is negligible compared to the other time constants),

• loading a new page of observations into the memory requires a time µ > 0.

In all the following, we will write simply α, β instead of αI , βI as long as there is no confusion on the
value of I.

Runtime and Convergence Rate of SGD

Proposition 5. With the notations above, the expected runtime of SGD implemented with the actions
described in Section 3.1 is

E[T (SGD;N)] =

(
α+ β

2I
+

µ

P

)
N.

Proof. The SGD can be implemented by repeating the actions SgdStep(w1, λ) then NextObs(w1) using
the same worker N times. All the runs of NextObs(w1) during the N steps will take a time µN/P ,
because N/P pages are loaded.
For any t = 1, . . . , TN/I, let τt the time needed to do I stochastic gradient descent steps using the
observations atI+1, . . . , a(t+1)I . We have

E[T (SGD;N)] = E

N/I∑
t=1

τt +
µN

P

 =

N/I∑
t=1

E[τt] +
µN

P
µ =

α+ β

2I
N +

µN

P
.

We give also the convergence rate of SGD. We will not prove it here because later in Theorem 9 we
demonstrate a more general result.

Theorem 6. If F satisfies the assumptions A1 and A2, then for any T ≥ k, with λ = 1
L
√
T
, we have

that the sequence of Rd defined by θ0 ∈ Rd and θt = θt−1 − λ∇Ft(θt−1) for t ≥ 1 verifies

1

T

T∑
t=1

E[∥∇F (θt−1)∥2] ≤ (2L(F (θ0)− F (θ⋆)) + σ2)
1√
T
.

4 Skip-Take Requests

As mentioned in the previous section, the workers’ heads are initially positioned on the first observation,
and they can move through the observation table only linearly: When the head is placed on an observation,
the worker can choose to process it and thus perform a gradient descent or just ignore it and move on
to the next one. This must be done in coordination with the other workers so that each observation is
processed exactly once.
To avoid communication after each observation, we will send to workers requests in the form of integer
pairs (Skip,Take). The worker will therefore ignore the first ”Skip” observations (counting from the one
on which its head is placed) and then perform stochastic gradient descents using the following ”Take”
observations. This functioning is explained in Algorithm 1.
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Algorithm 1: stRequest(wi, θ, S, I, γ) Skip-Take Request

Input : Worker wi, a parameters vector θ, non-negative integers (S, I) and a learning rate λ.
Output: The local parameters’ vector θi of wi is set to the result of gradient descent using the

initial parameters θ and the observations assigned by (S, I)
1 θi ← copy of θ;
2 for ℓ = 1, . . . , S do
3 NextObs(wi);
4 end for
5 for ℓ = 1, . . . , I do
6 SgdStep(wi, λ);
7 NextObs(wi);

8 end for

We now need to choose the values of (Si, Ii) for each wi so as to scan the entire table of observations
without overlaps between workers. A naive way to do this is to take for example

∀1 ≤ i ≤ k : Si = (i− 1)× T/k, Ii = T/k.

this choice is far from being from efficient because the workers who must skip until the last observations
will have to load all the pages of data they come through even though they will not process them.
In the general case, Ii are much smaller than T/k and may be different from each other or even change from
a request to another. The values (Si)1≤i≤k should be modified accordingly to cover all the observations.

Figure 1: Initial skips for fixed I1, . . . , Ik in the case of k = 4

Proposition 7. If we denote (Si
t , I

i
t) the request submitted to the worker wi at step t, then all the

observations are processed exactly one time if the skip values verify

• for all 1 ≤ i ≤ k,

S1
t =

∑
j<i

I1t ,

• for all 1 ≤ i ≤ k and for all t ≥ 2

Si
t =

∑
j<i

Ijt +
∑
j>i

Ijt−1.

Proof. For each n ≥ 1, let Σt :=
∑t−1

u=1

∑k
i=1 I

i
u. At step t, we process all the observations an such that

Σt < n ≤ Σt+1. More precisely, each worker wi will process the observations such that

Σt +

i−1∑
j=1

Ijt < n ≤ Σt +

i∑
j=1

Ijt . (1)
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and its head hi will be positioned by the end of the step on the observation Σt +
∑i

j=1 I
j
t +1. For t = 1,

this is clearly true as Σ1 = 0. For t ≥ 2 and for a worker wi, assuming that the result is true up to t− 1,
we have at the beginning of the step hi = Σt−1 +

∑i−1
j=1 I

j
t−1 +1. After skipping Si

n observations we have

hi = (Σt−1 +

i∑
j=1

Ijt−1 + 1) + Si
t = Σt−1 +

i∑
j=1

Ijt−1 +
∑
j<i

Ijt +
∑
j>i

Ijt−1 + 1

= Σt−1 +

k∑
j=1

Ijt−1 +
∑
j<i

Ijt + 1

= Σt +
∑
j<i

Ijt + 1.

wi will after that process I
i
t observations, i.e the ones having an index n satisfying Inequality 1, and we

will have by the end of the step hi
t = Σt +

∑i
j=1 I

j
t + 1.

To update all the variables (Si)1≤i≤k as defined in Proposition 7 we need O(k2) time, but we can do
it in just a O(k) time by observing that for any n ≥ 2 we have the following induction formula

S1
t =

k∑
i=2

Iit−1

Si
t = Si−1

t + Ii−1
t − Iit−1 for all 2 ≤ i ≤ k.

Remark 8. When we will present the pseudo-code of distributed SGD algorithms that use the the function
stRequest(), we will not explicitly give the ”skip” size S, we will always choose it as in Proposition 7.

5 First Solutions

The most immediate distributed SGD algorithm we can think of is a batch SGD [3] with the batch
being of size k. As explained in Section 2, adopting gradient descents with synchronization [5] is more
efficient. We present therefore the Parallel Restarted SGD algorithm (PR-SGD) studied in [1], described
in Algorithm 2.

Algorithm 2: PR-SGD(θ0, T, I, λ): Parallel Restarted SGD

Input : Initial parameters vector θ0, a positive integer T , a learning rate λ and a
synchronization interval I

Output: a parameters vector θT
1 for t=1, . . . , T do
2 for [Parallel] i = 1, . . . , k do
3 stRequest(wi, θt−1, I, λ); // see Algorithm 1
4 end for
5 Wait for all the workers to finish executing their requests;

6 θt ← 1
k

∑k
i=1 θ

i
t;

7 end for
8 return θT

The synchronization interval I, or what we will also call the ”take size” is the number of iterations of
local SGD each worker does before averaging their parameters. The choice of I will be discussed later in
Section 8.2, but let us note that it must be chosen very carefully because a small take size will slow down
the execution, and choosing a big take size will give a bad convergence because the different workers
might converge to different local minima, and averaging the obtained parameters then makes no sense as
we illustrate in Figure 2.

10



Figure 2: PR-SGD with k = 3, run examples in the cases of small and big I

It is proved in [1] that if F satisfies Assumptions A1, A2 and A3, then for learning rate and a
synchronization interval I well chosen we have

1

T

T∑
t=1

E[∥∇F (θt−1)∥2] ≤ O

(
1√
kIT

)
.

This bound indicates that we gain a linear speed up when using k threads. In fact, over T steps,
Algorithm 2 processes N := kIT observations. The bound obtained is therefore proportional to 1/

√
N ,

which is the same theoretical bound we have for the non-distributed SGD. This means that using
the same number of observations we get the same convergence rate for SGD and PR-SGD. Of course
PR-SGD has the advantage of being much faster than SGD.
The main issue with Algorithm 2 is that before every synchronization, the workers must wait for each
other to finish their requests, a part of their computational capacity will be therefore wasted.
If the workers have different speeds, then this can be solved by assigning to them tasks with different
sizes as explained in [1]. In fact, if each worker wi has a computation speed vi, then we simply need to
assign tasks of Ii such that all the values vi × Ii are equal.

In the case of the workers being processors of a same machine, they will always have the same
computation capabilities, but as each processors will run some operations other than the ones in the
algorithm (related to the operating system, memory cleaning, ...) we will have random execution times,
and the idles cannot be eliminated by changing the tasks’ sizes.

Figure 3: Idles in the case of 4 workers

We show in Figure 3 an example of such a situation: each row presents the activity of a worker over
the time: white rectangles indicate that the worker is running a task, black ones that it is waiting, and
the red ones indicate the time spent for synchronization.

5.1 Convergence Analysis in the case I = 1

We assume in this section that I = 1. We will redo here the convergence proof established in [1], but
with lighter calculations because we are in a simpler setting. In fact, the authors of [1] treat the case
of any positive integer I, and they suppose moreover that each worker wi observes data according to a
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certain law ξi that can be different, and tries to minimize a function gi, and they study the convergence
of Algorithm 2 towards a minimum of g := 1

k

∑k
i=1 gi.

The reason we reproduce this proof is that we need to use the same proof scheme later for other
derivated algorithms, and we will want to compare the differences between the proofs and the bounds
we obtain.

We denote Fi,t := F(t−1)k+i the noisy realization of F observed by worker i at step t for each t ≥ 1
and i ∈ {1, . . . , k}. With I = 1, we have for any t ≥ 1 that θit = θt−1−λ∇Fi,t(θt−1) for all 1 ≤ i ≤ k and
θt =

1
k

∑
1≤i≤k θ

i
t and thus

θt = θt−1 −
λ

k

k∑
i=1

∇Fi,t(θt−1). (2)

Theorem 9. If F is a differentiable function satisfying the assumptions A1 and A2, then for any T ≥ k,

with λ =
√
k

L
√
T

the sequence of Rd defined by θ0 ∈ Rd and Equation 2 verifies

1

T

T∑
t=1

E[∥∇F (θt−1)∥2] ≤ (2L(F (θ0)− F (θ⋆)) + σ2)
1√
kT

.

Proof. let t ∈ {1, . . . , T}, using the L-smoothness of F and the linearity of the expectation we have

E[F (θt)]− E[F (θt−1)] ≤ E[⟨∇F (θt−1), θt − θt−1⟩] +
L

2
E[∥θt − θt−1∥2], (3)

we will now prove upper bounds on the two terms in the right, that will make E[∥∇F (θt−1)∥2] appear.
By Equation 2 we have

E[⟨∇F (θt−1), θt − θt−1⟩] = −
λ

k

k∑
i=1

E[⟨∇F (θt−1),∇Fi,t(θt−1)⟩],

but since the observations are independent and θt−1 only depends on the observations am with m ≤
(t− 1)kI (Fi,u = F(u−1)kI+i = f(a(u−1)kI+i; .)), we have for any 1 ≤ i ≤ k

E[⟨∇F (θt−1),∇Fi,t(θt−1)⟩] = E[E[⟨∇F (θt−1),∇Fi,t(θt−1)⟩ | θt−1]]

= E[⟨∇F (θt−1),E[∇Fi,t(θt−1) | θt−1]⟩]
= E[⟨∇F (θt−1),∇F (θt−1)⟩]
= E[∥∇F (θt−1)∥2]

thus
E[⟨∇F (θt−1), θt − θt−1⟩] = −λE[∥∇F (θt−1)∥2]. (4)

On the other hand, using again Equation 2:

E[∥θt − θt−1∥2] = λ2E[∥1
k

k∑
i=1

∇Fi,t(θt−1)∥2]

= λ2E[E[∥1
k

k∑
i=1

∇Fi,t(θt−1)∥2 | θt−1]]

= λ2E[E[∥1
k

k∑
i=1

∇Fi,t(θt−1)−∇F (θt−1)∥2 | θt−1] + E[E[∥∇F (θt−1)∥2 | θt−1]]

= λ2E[∥1
k

k∑
i=1

∇Fi,t(θt−1)−∇F (θt−1)∥2] + λ2E[∥∇F (θt−1)∥2].
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The third equality is true because of Lemma 30 applied with the conditional expectation E[· | θt−1].
The variables (∇Fi,t(θt−1))1≤i≤k are independent conditionally to θt−1 and their respective expectations
knowing θt−1 are ∇Fi,t(θt−1), we can therefore use Lemma 31 and write

E[∥1
k

k∑
i=1

∇Fi,t(θt−1)−∇F (θt−1)∥2 | θt−1] =
1

k2

k∑
i=1

E[∥∇Fi,t(θt−1)−∇F (θt−1)∥2 | θt−1].

Taking the expectation on this inequality and using Assumption A2 we deduce that

E[∥θt − θt−1∥2] ≤
λ2σ2

k
+ λ2E[∥∇F (θt−1)∥2]. (5)

Finally, with the inequalities 3, 4 and 5 and observing that λ =
√
k

L
√
T
≤ 1/L (because T ≥ k), we have

E[F (θt)]− E[F (θt−1)] ≤ −λE[∥∇F (θt−1)∥2] +
λ2σ2L

2k
+

λ2L

2
E[∥∇F (θt−1)∥2]

= −λ

2
E[∥∇F (θt−1)∥2] +

λ2σ2L

2k
+ (

λ2L

2
− λ

2
)︸ ︷︷ ︸

=λL/2(λ−1/L)≤0

E[∥∇F (θt−1)∥2]

≤ −λ

2
E[∥∇F (θt−1)∥2] +

λ2σ2L

2k
.

Summing over t = 1, . . . , T and dividing by T gives

1

T
(F (θ⋆)− F (θ0)) ≤

1

T
(E[F (θT )]− F (θ0)) ≤ −

λ

2T

T∑
t=1

E[∥∇F (θt−1)∥2] +
λ2σ2L

2k
,

rearranging the terms we obtain

1

T

T∑
t=1

E[∥∇F (θt−1)∥2] ≤
2

λT
(F (θ0)− F (θ⋆)) +

λσ2L

k
= (2L(F (θ0)− F (θ⋆)) + σ2)

1√
kT

.

5.2 Estimating the Execution Time

Let T := N/(kI) the number of steps necessary for Algorithm 2 to process N observations. Its execution
time can be written as

T (PR-SGD;N) =

T∑
t=1

(
max
1≤i≤k

{τi,t}+ γk

)
+ ξT , (6)

where τi,t ∼ U [αI , βI ] is the time spent by wi at step t for running I times SgdStep. We also have γk
in the sum because we need to synchronize the results at each step. Finally, ξT is the delay generated
because of loading the pages of data.

Lemma 10. If 2kI < P and µ > 2(β − α) then ξT is of the form

ξT = (1 + ε)µ
kIT

P
.

where ε is a random variable taking values almost surely in [0, 1].

Proof. The condition 2kI < P only means that the number of observations 2kI processed during two
steps is smaller than the number of observations per page P . We will show in the following that charging
a page by all the workers is done at most on two steps, the previous condition simply guarantees that we
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will not have different pages charging during the same step.
Let m ∈ {1, . . . ,M} with M = kIT/P is the number of pages visited during T observations, and let
ℓ := mP + 1: aℓ is the first observation on the page m. Using the proof of Proposition 7, we have that
aℓ is processed by the worker wj at step t such that

((t− 1)k + (j − 1))I < ℓ ≤ ((t− 1)k + j)I,

because in the case of all the workers having the same task size I, the quantity Σt in Proposition 7
becomes simply Σt = ((t− 1)k + (j − 1))I. Concretely, t− 1 and j − 1 are respectively the quotient and
the rest of the division of [ℓ/I] by k.
We also have by the proof of Proposition 7 that at step t−1, all the workers were processing observations
an such that n ≤ Σt < ℓ, therefore all workers wi such that j > i skipped aℓ during step t because they
process observations coming after it (n > Σt + (i − 1)I ≥ Σt + jI ≥ ℓ), which means that they loaded
the page m on their cache memory during step t. Whereas the workers wi having i < j are processing
during step t observations an with n < ℓ, which means that they are still in the previous page, but at
step t+ 1 they will be processing observations an with n > Σt+1 = Σt + kI ≥ ℓ, thus they will load the
page m during step t+ 1.
If all the workers load the page m during the step t, then a time µ is added to their execution times at
step t:

max
1≤i≤k

{µ+ τi,t} = max
1≤i≤k

{τi,t}+ µ.

Otherwise, it is loaded by the j fist workers at step t and by the others at step t+ 1, the total execution
time at step t is thus

τt = max

{
max
1≤i≤j

{µ+ τi,t}, max
j<i≤k

{τi,t}
}

= max
1≤i≤j

{µ+ τi,t}

= µ+ max
1≤i≤j

{τi,t}

= max
1≤i≤k

{τi,t}+ µ+

(
max
1≤i≤j

{τi,t} − max
1≤i≤k

{τi,t}
)
,

the second equality is true because for any i1, i2 such that i1 ≤ j < i2 we have

µ+ τi1,t ≥ 2(β − α) + α = β + (β − α) ≥ β ≥ τi2,t,

in the same way we find

τt+1 = max
1≤i≤k

{τi,t+1}+ µ+

(
max
j<i≤k

{τi,t+1} − max
1≤i≤k

{τi,t+1}
)
,

thus we have
τt + τt+1 = max

1≤i≤k
{τi,t}+ max

1≤i≤k
{τi,t+1}+ (1 + δm)µ

with

δm :=
1

µ

(
µ+ ( max

1≤i≤j
{τi,t} − max

1≤i≤k
{τi,t})︸ ︷︷ ︸

∈[−(β−α),0] ⊂ [−µ/2,0] a.s.

+( max
j<i≤k

{τi,t+1} − max
1≤i≤k

{τi,t+1})︸ ︷︷ ︸
∈[−(β−α),0] ⊂ [−µ/2,0] a.s.

)
∈ [0, 1],

the inclusion [−(β − α), 0] ⊂ [−µ/2, 0] is because of the condition µ > 2(β − α). Finally, the delay
generated when loading the page m is either µ if all the workers load the page at the same step, either
(1+ δm)µ with δm ∈ [0, 1] otherwise. In both cases, we can write it as (1+ εm)µ with εm ∈ [0, 1] and the
total delay due to charging the pages is therefore

ξT =

M∑
m=1

(1 + εm)µ =

(
1 +

1

M

M∑
m=1

εm

)
µM = (1 + ε)µM,

with ε := 1
M

∑M
m=1 εm a random variable taking values in [0, 1] with probability 1.
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With the previous lemma, we can estimate the expectation of T (PR-SGD;T ).

Proposition 11. The expected runtime of Algorithm 2 is given by

E[T (PR-SGD;N)] =

(
α+ kβ

k + 1
+ γk + (1 + E[ε])

µkI

P

)
T,

with E[ε] ∈ [0, 1] and T = N/(kI).

Proof. Using Equation 6 and Lemma 10 we have

E[T (PR-SGD;N)] =

T∑
t=1

(
E
[
max
1≤i≤k

{τi,t}
]
+ γk

)
+ (1 + E[ε])

µkI

P
T

=

(
E
[
max
1≤i≤k

{τi,1}
]
+ γk

)
T + (1 + E[ε])

µkI

P
T.

the second equality is true because the variables τi,t with 1 ≤ i ≤ k and 1 ≤ t ≤ T are i.i.d.

With Lemma 32, since the variables
(

τi,1−α
β−α

)
1≤i≤k

follow a uniform distribution in [0, 1], we obtain

E
[
max
1≤i≤k

{τi,1}
]

= α+ (β − α)E
[
max
1≤i≤k

τi,1 − α

β − α

]
= α+ (β − α)

k

k + 1
=

α+ kβ

k + 1
,

which concludes the proof.

Remark 12. The term µkI
P can be seen as the time needed for loading the fraction of the page that is

processed during a step t ∈ {1, . . . , T}: µ/P is the time for loading one observation into the memory and
kI is the number of observations used during a single iteration of the algorithm.

Let us now give an estimation of the execution time ratio (Definition 3) of PR-SGD.

Proposition 13. The execution time ratio of Algorithm 2 is given by

1

TR(PR-SGD)
= 1 +

1
α+β
2 + µI

P

(
β − α

2

(
1− 2

k + 1

)
+ γk + ((1 + E[ε]])k − 1)

µI

P

)
.

Remark 14. The execution time ratio is smaller than 1 as claimed in Section 3.3, and Proposition 13
shows why for Algorithm 2:

• β−α
2

(
1− 2

k+1

)
: this term corresponds to the delay generated by the idles, and it is due to reasons:

having β ̸= α and also having k ≥ 2, if we only use one worker then we will not have idles anymore,
and this term will be null,

• ((1 + E[ε]])k − 1)µI/P : the additional time cost we have for charging the pages: the operation of
charging a page cannot be distributed, this is why it is linear in k, thus it is very costly,

• γk: the cost of communication between the workers and synchronization. This cost is also propor-
tional to k between it is an operation we do not do in the case of non-distributed SGD.

Proof. From Propositions 5 and 11 we have

E[T (SGD;N)] =

(
α+ β

2
+

µI

P

)
N

I
,

E[T (PR-SGD;N)] =

(
β − β − α

k + 1
+ γk + (1 + E[ε])

µI

P

)
N

kI
,
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we deduce that

1

TR(PR-SGD)
− 1 = lim

N→∞

kE[T (PR-SGD;N)]− E[T (SGD;N)]

E[T (SGD;N)]

=
1

α+β
2 + µI

P

(
β − β − α

k + 1
+ γk + (1 + E[ε])

µI

P
− α+ β

2
− µI

P

)
=

1
α+β
2 + µI

P

(
β − α

2

(
1− 2

k + 1

)
+ γk + ((1 + E[ε]])k − 1)

µI

P

)
.

6 Pipelining: Almost Eliminating the Idles

Algorithm 2 performs well in terms of the value of the objective function found at the end. However, to
eliminate the waiting times, we must keep the workers busy after finishing their tasks. We can therefore
think of assigning to each worker a pipeline with tasks to be performed one after the other without waiting
for the others to finish theirs. The difficulty in implementing this idea is to respect the reproducibility
constraint when averaging the parameters.

In this section, we define for any i ∈ {1, . . . , k} and t ≤ 0 the function Fi,t as the zero function on
Rd → R. This convention will avoid us treating unnecessary particular cases.
We also assume that I = 1, i.e at each step the workers do each a single SGD iteration then we average
their parameters before moving to the next step. In the end of the section we will explain how the
presented approach can be generalized to I ≥ 1.

6.1 Parallel Descent and Synchronization

It is necessary that the workers who finish their tasks first start working on new tasks that do not impact
the synchronization. This can be done by using delayed gradients. As shown in the Figure 4, if at step
t we do not use the vectors computed at step t− 1 but those computed at step t− 2 or even before, we
can allow the workers who finished first to start the next processing, and when the last one finishes we
can synchronize the results and so on. This approach might considerably reduce the idles, but it will not
completely eliminate them as we will see later in 6.3.

Figure 4: Workers’ activity when pipelining. Each line shows the activity of a worker: white and gray
rectangles correspond each to the processing of one stRequest(). The rectangles of a same step have the
same color. Vertical red lines indicate synchronization moments, the disks below them are of the same
color of the step just finished.

To schematize, the operations done in Algorithm 2 are successions of two blocks (in the case I = 1), a
gradient descent block that we will denote Dsct, that takes as argument the parameters vector θt−1 and
returns k gradients ∇F1,t(θt−1), . . . ,∇Fk,t(θt−1), and synchronization block Synct that takes as argument
these gradient, updates the vector θt = θt−1 − λ/k

∑
1≤i≤k∇Fi,t(θt−1) and then passes it to the next

descent block Dsct+1. This functioning is shown in Figure 5.
What we want is to allow the next Dsc block to start before the synchronization is done, i.e we want

Dsct+1 and Synct to be independent of each other. That will allow running them simultaneously as in
Figure 6: θ−1 is given as input for Dsc1, and the workers who finish computing their assigned gradient can
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Figure 5: Succession of blocks defining Algorithm 2

take θ0 as new input and start computing the next gradient using the next observations, corresponding
to Dsc2. When all the workers finish processing the first observations, i.e end of Dsc1, we compute the
average of the gradients and the new vector θ1 (Sync1) that is given as input for Dsc3, etc

Figure 6: The blocks chaining we want to have. The hatched areas indicate possible overlaps between
two successive Dsc blocks (as in Figure 4).

This scheme is mathematically translated by: θ−1, θ0 ∈ Rd and for each t ≥ 1{
θit = θt−2 − λ∇Fi,t(θt−2) ∀1 ≤ i ≤ k,

θt = 1
k

∑k
i=1 θ

i
t,

with the convention Fi,t = 0 for t ≤ 0.
The problem is that this implementation gives two independent gradient descents, one for even integers
t and one for odd ones, and by the end of the algorithm averaging the two obtained vectors would not
make sense. The final result is then no better than doing a stochastic gradient descent using only half
the available data.

To force dependency between these two gradient descents, we use at step t the gradients from both
steps t− 2 and t− 3:{

θit = θt−2 − λ∇Fi,t(θt−2)− λ∇Fi,t−1(θt−3) ∀1 ≤ i ≤ k,

θt = 1
k

∑k
i=1 θ

i
t.

(7)

The logic of the implementation will therefore be as in Figure 7. We call this algorithm PR-SGD-PIP.

Figure 7: Implementation of Equation 7

17



6.2 Convergence Analysis

In the following, we will explain why the sequence (θt)t defined by Equation 7 is a satisfying solution to
our problem. We show in Lemma 15 that (θt)t satisfies a simple induction formula between θt−1 and θt,
and then we will prove its convergence.

Lemma 15. If θ−1 = θ0 and θt is defined as in Equation 7 for any t ≥ 1 then we have

θt = θt−1 −
λ

k

k∑
i=1

∇Fi,t(θt−2)

with the convention Fi,t = 0 for all 1 ≤ i ≤ k and t ≤ 0.

Proof. We can prove this by induction for t ≥ 0 considering that we have a vector θ−2 ∈ Rd.
For t = 0, it is true because θ0 = θ−1 and Fi,0 = 0. Let t ≥ 1, and assume that the Lemma’s statement
is true for t− 1. We have

θt =
1

k

k∑
i=1

(θt−2 − λ∇Fi,t(θt−2)− λ∇Fi,t−1(θt−3))

=

(
θt−2 −

λ

k

k∑
i=1

∇Fi,t−1(θt−3)

)
− λ

k

k∑
i=1

∇Fi,t(θt−2)

= θt−1 −
λ

k

k∑
i=1

∇Fi,t(θt−2).

The two first inequalities are true by definition of (θit)i, θt, the last one is by the induction hypothesis.
This concludes the proof.

This Lemma shows that, from a theoretical point of view, PR-SGD-PIP is equivalent to PR-SGD
using delayed gradients. In the case of one processor k = 1, the equation in Lemma 15 becomes

θt = θt−1 − λ∇Ft(θt−2).

The algorithm defined by this induction is known as SGD with delayed updates, and it has been studied
in the general case of a delay h ≥ 1 in [9], [10] and [11]. The distributed version also have been analyzed
in [12] and [13]. Note that for such algorithms the smoothness of the objective function is a crucial
assumption because we need to guarantee that the delayed gradient ∇Ft(θt−2) is not far from the actual
gradient ∇Ft(θt−1), which will guarantee that the descent is almost done in the right direction.

Theorem 16. If F is a differentiable function satisfying the assumptions A1, A3 and A2, then for any

T ≥ k3, with λ =
√
k

L
√
T
, we have that the sequence defined by θ0 ∈ Rd and Equation 7 verifies

1

T

T∑
t=1

E[∥∇F (θt−1)∥2] ≤ (2L(F (θ0)− F (θ⋆)) + 2σ2 +G2)
1√
kT

.

Using a delayed gradient slows down the convergence by only an additional term (σ2 +G2) 1√
kT

, the

quality of the convergence is therefore almost the same.
The proof of this Theorem uses the same main arguments as the proof of Theorem 9 (and of Theorem 1
in [1]), but it needs to be adapted because we use delayed gradients.

Proof. let t ∈ {1, . . . , T}, using the L-smoothness of F we have

E[F (θt)]− E[F (θt−1)] ≤ E[⟨∇F (θt−1), θt − θt−1⟩] +
L

2
E[∥θt − θt−1∥2]. (8)
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Using Lemma 15, we upper bound the term E[∥θt − θt−1∥2] as in Theorem 9: we use the law of total
expectations to write E[·] = E[E[· | θt−2]] and then we use Lemmas 30 then 31

E[∥θt − θt−1∥2] = λ2E[∥1
k

k∑
i=1

∇Fi,t(θt−2)∥2]

= λ2E[E[∥1
k

k∑
i=1

∇Fi,t(θt−2)∥2 | θt−2]]

= λ2E

[
E[∥1

k

k∑
i=1

∇Fi,t(θt−2)−∇F (θt−2)∥2 | θt−2] + E[∥∇F (θt−2)∥2 | θt−2]

]

= λ2E

[
1

k2

k∑
i=1

E[∥∇Fi,t(θt−2)−∇F (θt−2)∥2 | θt−2] + E[∥∇F (θt−2)∥2 | θt−2]

]

=
λ2

k2

k∑
i=1

E[∥∇Fi,t(θt−2)−∇F (θt−2)∥2]︸ ︷︷ ︸
≤σ2 by A2

+λ2E[∥∇F (θt−2)∥2],

thus we obtain

E[∥θt − θt−1∥2] ≤
λ2σ2

k
+ λ2E[∥∇F (θt−2)∥2]. (9)

By independence between (θt−1, θt−2) and the observations am for m > (t− 1)kI we have

E[⟨∇F (θt−1), θt − θt−1⟩] = −
λ

k

k∑
i=1

E[⟨∇F (θt−1),∇Fi,t(θt−2)⟩]

= −λ

k

k∑
i=1

E[⟨∇F (θt−1),E[∇Fi,t(θt−2) | θt−1, θt−2]⟩]

= −λ

k

k∑
i=1

E[⟨∇F (θt−1),∇F (θt−2)⟩]

= −λE[⟨∇F (θt−1),∇F (θt−2)⟩]

= −λ

2
E[∥∇F (θt−1)∥2]−

λ

2
E[∥∇F (θt−2)∥2] +

λ

2
E[∥∇F (θt−1)−∇F (θt−2)∥2].

The last equality yields from the identity ⟨x, y⟩ = 1
2 (∥x∥

2+∥y∥2−∥x−y∥2). The last term in the equation
above can be upper bounded using the L-smoothness and Inequality 9, in fact, if we apply Inequality 9
to t− 1 instead of t and using Assumption A3 (bounded second moment) we get

E[∥∇F (θt−1)−∇F (θt−2)∥2] ≤ L2E[∥θt−1 − θt−2∥2]

≤ λ2σ2L2

k
+ λ2L2E[∥∇F (θt−3)∥2]

≤ λ2L2(σ2/k +G2)

≤ λ2L2(σ2 +G2),

Which leads to the upper bound

E[⟨∇F (θt−1), θt − θt−1⟩] ≤ −
λ

2
E[∥∇F (θt−1)∥2]−

λ

2
E[∥∇F (θt−2)∥2] +

λ3L2

2
(σ2 +G2). (10)

Finally, substituting 9 and 10 into 8, and with the inequality λ =
√
k

L
√
T
< 1

L we have
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E[F (θt)]− E[F (θt−1)] ≤ −
λ

2
E[∥∇F (θt−1)∥2]−

λ

2
E[∥∇F (θt−2)∥2] + λ2L2(σ2 +G2)

+
λ2σ2L

2k
+

λ2L

2
E[∥∇F (θt−2)∥2]

≤ −λ

2
E[∥∇F (θt−1)∥2] +

λ2σ2L

2k
+ λ2L2(σ2 +G2)

+
λL

2
(λ− 1/L)︸ ︷︷ ︸

<0

E[∥∇F (θt−2)∥2]

≤ −λ

2
E[∥∇F (θt−1)∥2] +

λ2σ2L

2k
+

λ3L2

2
(σ2 +G2),

summing over t = 1, . . . , T and dividing by T gives

1

T
(F (θ⋆)− F (θ0)) ≤

1

T
(E[F (θT )]− F (θ0)) ≤ −

λ

2T

T∑
t=1

E[∥∇F (θt−1)∥2] +
λ2σ2L

2k
+

λ3L2

2
(σ2 +G2)

now we rearrange the terms and replace λ by its value

1

T

T∑
t=1

E[∥∇F (θt−1)∥2] ≤
2

λT
(F (θ0)− F (θ⋆)) +

λσ2L

k
+ λ2L2(σ2 +G2)

=
2L√
kT

(F (θ0)− F (θ⋆)) +
σ2

√
kT

+ (σ2 +G2)
k

T

≤ (2L(F (θ0)− F (θ⋆)) + 2σ2 +G2)
1√
kT

.

the last inequality holds because k3 ≤ T and thus k
T ≤

1√
kT

.

6.3 Higher Pipeline Depth

Algorithm PR-SGD-PIP defined by Equation 7 reduces the waiting time and we proved in Theorem 16
that it has a good convergence rate. The problem however is that it requires to finish computing θt−2

before step t starts, but with random execution times it possible that a worker becomes at some point
two steps behind the others, which will again generate idles as shown in Figure 8

Figure 8: Workers’ activity when pipelining. Each line shows the activity of a worker: white and gray
rectangles correspond each to the processing of one stRequest(). The rectangles of a same step have the
same color. Vertical red lines indicate synchronization moments, the disks below them are of the same
color of the step just finished.

To solve this problem, we push our solution even deeper by pipelining at a depth h, i.e we allow h
successive steps to overlap. In order to do that, at step t we can use only information available up to step
t− h. Inspired by the case h = 2 seen previously, we propose the following algorithm: θ−h+1 = . . . = θ0
and for t ≥ 1 {

θit = θt−h − λ
∑h−1

u=0∇Fi,t−u(θt−h−u),

θt = 1
k

∑k
i=1 θ

i
t.

(11)
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Let us estimate the convergence rate of this algorithm. Fist we show an induction formula equivalent
to the one in Lemma 15, showing that Equation 11 is equivalent to having a stochastic gradient descent
with a gradient delayed by h− 1 steps.

Lemma 17. For any t ≥ 1 we have

θt = θt−1 −
λ

k

k∑
i=1

∇Fi,t(θt−h)

with the convention Fi,t = 0 for all 1 ≤ i ≤ k and t ≤ 0.

Proof. To lighten the notations, we define gt :=
1
k

∑k
i=1∇Fi,t(θt−h) for all t ≥ 0. We immediately have

from Equation 11 that

θt = θt−h − λ

h−1∑
u=0

gt−u,

and we want to prove that for any t ≥ 1 we have θt = θt−1 − λgt. We will prove the result for t ≥ −h,
assuming that we have vectors θs = θ0 for example for all s < 0.
For any t ≤ 0 it is trivially true because θt = θt−1 = θ0 and gt = 0. Let t ≥ 1 and assume that the result
is true for any s ∈ {−h, . . . , t− 1}. We have by definition that

θt = θt−h − λ
h−1∑
u=0

gt−u,

θt−1 = θt−h−1 − λ

h−1∑
u=0

gt−u−1,

the difference of the two equations yields

θt − θt−1 = θt−h − θt−h−1 − λ

h−1∑
u=0

(gt−u − gt−u−1)

= θt−h − θt−h−1 − λ(gt − gt−h)

= (θt−h − θt−h−1 + λgt−h)− λgt

= −λgt,

in the last line we used the induction hypothesis for s = t− h: θt−h = θt−h−1 − λgt−h.

Theorem 18. If F is a differentiable function satisfying the assumptions A1, A3 and A2, then for

λ =
√
k

L
√
T

the sequence of Rd defined by θ0 ∈ Rd and Equation 11 verifies for any T ≥ k3

1

T

T∑
t=1

E[∥∇F (θt−1)∥2] ≤
(
2L(F (θ0)− F (θ⋆)) + σ2 + (h− 1)2(σ2 +G2)

) 1√
kT

.

Proof. Using the same proof as in Theorem 16 we have the upper bound

E[∥θt − θt−1∥2] ≤
λ2σ2

k
+ λ2E[∥∇F (θt−h)∥2], (12)

from which we have by Assumption A3

E[∥θt − θt−1∥2] ≤
λ2σ2

k
+ λ2G ≤ λ2(σ2 +G2), (13)

and the identity

E[⟨∇F (θt−1), θt − θt−1⟩] = −
λ

2
E[∥∇F (θt−1)∥2]−

λ

2
E[∥∇F (θt−h)∥2] +

λ

2
E[∥∇F (θt−1)−∇F (θt−h)∥2].
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and we have respectively by L-smoothness of F , the triangle inequality, the Cauchy-Schwarz inequality
and Inequality 13 that

E[∥∇F (θt−1)−∇F (θt−h)∥2] ≤ L2E[∥θt−1 − θt−h∥2]

≤ L2E

(h−1∑
u=1

∥θt−u − θt−u−1∥

)2


≤ L2(h− 1)

h−1∑
u=1

E[∥θt−u − θt−u−1∥2]

≤ λ2L2(h− 1)2(σ2 +G2),

which gives

E[⟨∇F (θt−1), θt − θt−1⟩] = −
λ

2
E[∥∇F (θt−1)∥2]−

λ

2
E[∥∇F (θt−h)∥2] +

λ3L2

2
(h− 1)2(σ2 +G2). (14)

Finally, given that λ < 1/L we deduce as in Theorem 16 that

E[F (θt)]− E[F (θt−1)] ≤ E[⟨∇F (θt−1), θt − θt−1⟩] +
L

2
E[∥θt − θt−1∥2]

≤ −λ

2
E[∥∇F (θt−1)∥2] +

λ2σ2L

2k
+

λ3L2

2
(h− 1)2(σ2 +G2),

after summing, rearranging the terms and replacing λ by its value we obtain the statement of the theorem.

Remark 19. This theorem can be seen as a generalization of Theorems 9 (h = 1) and 16 (h = 2). It
shows that having a pipeline of depth h leads to a convergence rate O((h− 1)2) times slower.

6.4 In Practice

The case I > 1 We only treated the case I = 1. But this algorithm can be generalized to the
general case as follows: at each step t, each worker executes I steps of SgdStep using the observations
a((t−1)k+(i−1))I+1, . . . , a((t−1)k+i)I bringing its parameters vector from an initial value θ to a final value

gi,t,I(θ). If we denote ∆i,t,I : θ ∈ Rd → gi,t,I(θ)− θ, then we can generalize PR-SGD-PIP at depth h to
I ≥ 1 as: θ−h+1 = . . . = θ0 ∈ Rd and for t ≥ 1{

θit = θt−h − λ
∑h−1

u=0∇∆i,t−u,I(θt−h−u),

θt = 1
k

∑k
i=1 θ

i
t.

(15)

Remark 20. Note that for I = 1 we have ∆i,t,1 = ∇Fi,t.

Although we do not provide any theoretical guarantees on this generalization, we will give an example
how it behaves at depth h = 2 for I > 1 in the experiments section 8.

Limitations Even at a depth h, we may eventually encounter the same problem described in Figure 8
if a worker had some successive slow executions. the bigger h is, the more chances we have not to face
waiting times, but this has on the other hand an important impact on the convergence rate.
The algorithm is also costly in terms of memory: to use PR-SGD-PIP at at a depth h, it is necessary to
keep in memory the last h parameter vectors at each step.
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Execution time It is difficult to estimate the execution time of this algorithm, but we can give a simple
lower bound. In order to process N observations, we need to load the N/P pages containing them, hence
we have

E[T (PR-SGD-PIP;N)] ≥ µN

P
,

and thus

TR(PR-SGD-PIP) := lim
N→∞

E[T (SGD;N)]

kE[T (PR-SGD-PIP, N)]
≤
(
(α+ β)/(2I) + µ/P

µ/P

)
1

k
. (16)

The execution time ratio is decreasing as 1/k, thus using more than one thread is not profitable. The
previous upper bound also holds for PR-SGD. Unless µ is small, this bound is very limiting, and we need
to overcome it.

7 Data Loading and Processing Speed

7.1 Observations and Better Understanding

To measure how computationally expensive page loading can be, we tested the PR-SGD and PR-SGD-
PIP algorithms with 3 workers on a large, very high-dimensional dataset, and we visualized the workers’
activities in Figure 9.

Figure 9: Activity of the workers during time for PR-SGD and PR-SGD-PIP, with k = 3, I = 100 and
N = 2P (two pages processed). Idles are colored in black, while white and gray rectangles show each
the execution time of a request. The hashed rectangles show preprocessing times spent by the workers
before starting their first requests.

We notice first that there is a large preprocessing time at the beginning. This is the time needed to
initialize the vector of parameters, load the first page of data, ... This preprocessing time seems to be
random and generates important waiting times at the beginning, but this is not a problem since it is
constant and can be ignored when N is sufficiently large.
The second interesting remark is that we have some tasks taking a much longer time than the others.
They are those where workers load a new page of data. As explained in the proof of Lemma 10, the delay
generated by the loading of a page is a random variable with values in [µ, 2µ] where µ is the time needed
to a single page by one worker: if all the workers load the page in the same step then we have a delay of
µ, otherwise they would all load it on two consecutive steps and we have therefore a delay at least equal
to 2µ− 2(β − α). Data loading appears on the figure to be the main cause of the idles.
PR-SGD-PIP behaves as we want and eliminates a part of the idles by allowing the workers to work
on two different steps, and clearly accelerates the execution compared to PR-SGD but we still have he
performance limitation shown in Inequality 16.
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7.2 One Worker Loading Data

The Algorithm To overcome the limitation of page loading, we propose another variant of PR-SGD
that we call PR-SGD-OLD (PR-SGD- One Loading Data), where the workers read data from a common
memory, and only one of them will be in charge of loading the data while the others will process it.
More in detail, initially the worker wk for example loads the first page, and then when it finishes the
other workers w1, . . . , wk−1 start processing it, wk will at this moment start loading the second page, so
that when the other workers finish processing the first one, they can directly move on to the the second,
and the memory storing the first page can be freed for wk to start loading the third page and so on.
Since the operation NextObs does the page loading when necessary, the algorithm can be implemented
simply by guaranteeing a lead of P observations to the worker wk over the others throughout the all
execution.

All this is explained in Algorithm 3, and for a more visual illustration of how it works we refer to
Figure 10. We use in Algorithm 3 an asynchronous function Skip(wi, ℓ) that takes as input a worker wi

and a positive integer ℓ and performs ℓ times the operation NextObs(wi).

Algorithm 3: PR-SGD-OLD(θ0, T, I, λ, P ): Parallel Restarted SGD - One Loading Data

Input : Initial parameters vector θ0, a positive integer T , a learning rate λ, a synchronization
interval I and the number of observations per page P

Output: a parameters vector θT
1 wk loads the first page, wait until the loading is finished;
2 q ← 0;
3 for t=1, . . . , T do
4 for [Parallel] i = 1, . . . , k − 1 do
5 stRequest(wi, θt−1, I, λ);
6 end for
7 Wait for the workers w1, . . . , wk−1 to finish executing their requests;

8 θt ← 1
k−1

∑k−1
i=1 θit;

9 q ← q + (k − 1)I [mod P ];
10 if (k − 1)I ≤ q < 2(k − 1)I then
11 Wait for wk to finish the last Skip request if it is not the case yet;
12 Skip(wk, P ); // Do not wait for this operation to finish

13 end if

14 end for
15 return θT

The variable q counts the number of observations processed in the current page m. Initially q = 0
and after each iteration, the workers w1, . . . , wk−1 process each I observations, hence q is incremented
to q + (k − 1)I. When q becomes larger than P this means that we have switched to the next page, and
q is replaced by q − P (the ”[mod P ]” operation).
The inequality (k − 1)I ≤ q < 2(k − 1)I happens at the first or second step of the processing of each
page, and it ensures that the workers w1, . . . , wk−1 have all switched to the page m + 1, wk can thus
erase the page m from the memory and start loading the page m + 2, and this is done by having wk

skip P observations: it goes to the first observation of the next page and must therefore load it. This
algorithm requires having at least 2(k − 1)I observations per page.

Strenghts and Limitations For our testing example, PR-SGD-OLD compares to PR-SGD and PR-
SGD-PIP as shown in Figure 9.

We can do many interesting observations. First the global initial preprocessing time becomes much
shorter: having a shared memory and having only one worker loading the first page of data shortcuts
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Figure 10: Activity of the workers during time for PR-SGD, PR-SGD-PIP and PR-SGD-OLD, with
k = 4, I = 100 and N = 2P . Idles are colored in black, while white and gray rectangles show each the
execution time of a request. The hashed rectangles show preprocessing times spent by the workers before
starting their first requests.

many unnecessary operations. Secondly, even though the observations are treated only by 3 workers in
the case of PR-SGD-OLD instead of 4 for PR-SGD, having the pages loading done independently makes
the whole process faster.

PR-SGD-OLD allows indeed to cancel the idles due to the pages loading for the workers w1, . . . , wk−1,
but we have consequently an important waiting time for wk.
It is difficult to assign other tasks to wk because we need to respect the reproducibility constraint.
However, we can minimize its waiting time by choosing an optimal number of workers k⋆ such that the
time needed for loading a page is in expectation the same time needed for processing it.
k < k⋆, wk will lead to wk staying inactive while waiting for the others to finish processing the page, and
k > k⋆ will result in having the time for loading a page being larger than the time for processing it, thus
the workers w1, . . . , wk−1 will have to wait for wk to finish the loading before continuing.

Convergence Rate The convergence rate with Algorithm 3 is given by Theorem 9 but replacing k by
k − 1. PR-SGD has therefore a slightly better convergence rate but we hope that PR-SGD-OLD will
compensate this with its faster execution time and have a better performance overall .

7.3 Execution Time

Let T = N/((k − 1)I) be the number of iterations needed by PR-SGD-OLD to process N observations,
and let M = N/P be the number of pages loaded during these iterations.
For m ∈ {1, . . . ,M}, we define Zm the time needed for processing the observations of page m by k − 1
workers. Zm is a random variable and its expectation is given by

E[Zm] = E
mP/((k−1)I)∑

t=(m−1)P/((k−1)I)+1

(
max

1≤i≤k−1
{τi,t}+ γ(k − 1)

)

=

(
E
[

max
1≤i≤k−1

{τi,1}
]
+ γ(k − 1)

)
P

(k − 1)I

=

(
α+ (k − 1)β

k
+ γ(k − 1)

)
P

(k − 1)I
.
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The last equality is due to Lemma 32.
Note that γ is only multiplied by k − 1 and not by k because we will only need to average the models of
k − 1 workers at each synchronization.
The total runtime of the algorithm is nevertheless not

∑M
m=1 Zm because before processing each page,

wk should have finish loading it for m < M :

T (PR-SGD-OLD;N) =

M−1∑
m=1

max{Zm, µ}+ ZM .

The real execution time contains an additional time µ for loading the first page, but it is not taken into
account here because it is part of the preprocessing also made by PR-SGD and PR-SGD-PIP. We will
now only study the expectation of this runtime in some particular interesting cases.

Proposition 21. If µ > γP/I then we have

E[T (PR-SGD-OLD;N)] =

{ (
α+(k−1)β

k + γ(k − 1)
)
T if k ≤ k1,

(k − 1) ITP µ− (µ− E[Z1]) if k ≥ k2,

with k1 := 1 + α/I
µ/P and k2 := 1 + β

µI/P−γ .

Proof. The condition µ > γP/I only means that the time needed for loading a page is superior to the
time needed for doing all the synchronizations when processing a page. This inequality is largely verified
in practice (and thus not restrictive), and it is used in our proof only for the case k ≥ k2, in the case
k ≤ k1 we only need to have µ > 0. The proof is immediate: if k ≤ k1 then

µ ≤ αN

(k − 1)MI
=

αP

(k − 1)I
≤ (α+ γ(k − 1))

P

(k − 1)I
≤ Zm ∀1 ≤ m ≤M

because Zm is the sum of P/((k − 1)I) terms all larger than α+ γ(k − 1). Therefore we have

T (PR-SGD-OLD;N) =

M−1∑
m=1

max{Zm, µ}+ ZM . =

M∑
m=1

Zm.

We deduce that E[T (PR-SGD-OLD;N)] = ME[Z1] which we computed in the beginning of the Section.
Given that N = (k − 1)IT = MP we immediately have the result.

On the other hand, if k ≥ k2 = 1 + βP/I
µ−γP/I then similarly

µ ≥ βP

(k − 1)I
+

γP

I
≥ (β + γ(k − 1))

P

(k − 1)I
≥ Zm, ∀1 ≤ m ≤M

thus

T (PR-SGD-OLD;N) =

M−1∑
m=1

max{Zm, µ}+ ZM . = (M − 1)µ+ ZM = Mµ− (µ− ZM ).

and we having the result by taking the expectation.

Note that in the case k ≥ k2 we can also write

E[T (PR-SGD-OLD;N)] =

(
N

P
− 1

)
µ+ E[Z1],

which means that for N fixed, the runtime only depends on E[Z1] that is a decreasing function of k, and
the execution time is lower bounded by (N/P − 1)µ that is the time for loading the data. Figure 11
gives a visualization of the execution when increasing the number of workers from 1 to 12.
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Figure 11: Activity of the workers during time for PR-SGD-OLD, with N = 4P , k ∈ {1, . . . , 12} and
I = 100. Idles are colored in black, while white and gray rectangles show each the execution time of a
request.

We can see that having two workers instead of one does not have a huge impact, as it simply removes
the page loading and assigns it to the second worker. But with more workers we have a great reduction
in time as long as the page loading time remains lower than the page processing time. This would mean
that PR-SGD-OLD is only more performing than PR-SGD starting from a certain number of workers k0.
We show this later in Proposition 25.

For k = 9 we begin to have the undesirable effects of idles generated because the large number of
workers makes the processing of a page faster loading the next one, the workers w1, . . . , wk are thus
obliged to wait. This effect becomes even more pronounced as k increases further.

Let us now analyze the Execution Time Ratio (Definition 3) of PR-SGD-OLD.

Proposition 22. If k ≤ k1 then we have the two expressions

1

TR(PR-SGD-OLD)
= 1 +

1
α+β
2 + µI

P

(
β − α

2

(
1− 2

k

)
+

µI

P
(E[Z1]− µ) + γ(k − 1)

)
= 1 +

1
α+β
2 + µI

P

(
β − α

2
+ α

(
1

k − 1
− 1

k1 − 1

)
+ γk

)
.

Remark 23. We give in this proposition two different expressions, the first one explains better the reasons
why TR(PR-SGD-OLD) cannot reach the value 1, while the second shows the value we can achieve by
choosing a suitable value of k, and this is very interesting because k is practically the only parameter in
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the previous equation that we can control.
Let us focus on the first expression, it shows us why PR-SGD-OLD cannot be k times faster than SGD:

• β−α
2

(
1− 2

k

)
: translates the presence of idles before synchronizations, it concerns the workers

w1, . . . , wk−1. It is due to having β ̸= α and having more than two workers k ≥ 3. If we have
k = 2 then one worker will load data to the memory and one will process it, this we will not have
any idles before synchronizations.

• µI
P (E[Z1]− µ): translates the presence of a second type of idles: the ones of the worker wk after it
finishes loading a page. In Proposition 22 we place ourselves in the case k ≤ k1 and thus loading
a page always takes less time than processing it as shown in the proof of Proposition 21, wk will
therefore wait for a time Zm−1 − µ after loading each page m,

• γ(k−1): this last term is a result of the necessary synchronization between the workers. It is linear
in k because the synchronization is an operation that we do not do in the case of non-distributed
SGD: its cost increases with the number of workers. But we do not need to worry about it as in
practice we have γ ≈ 0, and the number of workers we use is relatively small (k ≤ 256) because they
are processors of a same machine.

Proof. The proof is immediate and only computational. For processing N observations PR-SGD-OLD
needs T := N/((k−1)I) iterations. For the first expression we have from Proposition 21, with M = N/P
again the number of pages loaded during a run of the algorithm

kE[T (PR-SGD-OLD;N)] = (k − 1)E[T (PR-SGD-OLD;N)] +ME[Z1]

=

(
β − β − α

k
+ γ(k − 1) +

I

P
E[Z1]

)
N

I
.

because E[T (PR-SGD-OLD;N)] = ME[Z1] in the case of k ≤ k1 as shown earlier in the proof of
Proposition 21. Thus we have

1

TR(PR-SGD-OLD)
− 1 = lim

N→∞

kE[T (PR-SGD-OLD;N)]

E[T (SGD;N)]
− 1

=
1

α+β
2 + µI

P

(
β − β − α

k
+ γ(k − 1) +

I

P
E[Z1]−

α+ β

2
− µI

P

)
=

1
α+β
2 + µI

P

(
β − α

2

(
1− 2

k

)
+

Iµ

P
(E[Z1]− µ) + γ(k − 1)

)
.

For the second expression we have also immediately from Proposition 21

kE[T (PR-SGD-OLD;N)] =

(
α+ (k − 1)β

k
+ γ(k − 1)

)
kN

(k − 1)I
=

(
α

k − 1
+ β + γk

)
N

I
,

and thus

1

TR(PR-SGD-OLD)
− 1 = lim

N→∞

kE[T (PR-SGD-OLD;N)]

E[T (SGD;N)]
− 1

=
1

α+β
2 + µI

P

(
α

k − 1
+ β + γk − α+ β

2
− µI

P

)
=

1
α+β
2 + µI

P

(
β − α

2
+ α

(
1

k − 1
− µI

αP

)
+ γk

)
=

1
α+β
2 + µI

P

(
β − α

2
+ α

(
1

k − 1
− 1

k1 − 1

)
+ γk

)
.
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Strengths and Limitations Considering that γ = 0, which is almost the case in practice (γ ≪ α)
and the number of workers is bounded, the previous proposition shows that for k = k1 we can achieve an
execution time ratio

TR(PR-SGD-OLD) =
1

1 + (β − α)/(α+ β + 2µI/P )
,

which is actually a very good result, because the only thing preventing us from reaching the ideal value
1 if the randomness of the runtime of a request (β ̸= α).
This might look surprising because the computations of the gradient descent are only distributed on
k − 1 while we use k workers, and thus we might think that we do not fully exploit the computation
power of all our workers, but this is due to removing the pages loading from the equation thanks to wk.
If we imagine that α = β, then for k = k1 the time for loading a page with wk is exactly the time for
processing the previous page with the k − 1 other workers, thus there will be no idles and no additional
operations compared to SGD, which is not the case with PR-SGD because the operation of loading a
page is duplicated by each worker.
Even for k < k1, we no longer have the problem revealed for PR-SGD and PR-SGD-OLD by Inequality

16. In fact, the execution time ratio of PR-SGD-OLD depends on k as Θ
(

1
1+1/k

)
, which means that we

almost achieve linear speed up using k workers.

The limitation we have is that Proposition 22 holds only for k ≤ k1, i.e when the time for loading a
page is smaller than the time needed for processing it by k − 1 workers. To guarantee this for a large
range of values of k we need to have µ as small as possible, and this can be done by compressing the data
before running PR-SGD-OLD.

8 Experiments and Results

We will now evaluate and compare the algorithms we described in the previous sections. We will start
by theoretically comparing their ε-performances (Definition 4) in the case of I = 1, before moving to the
simulations, that were made using private data borrowed from Lokad.

8.1 Performance Comparison for I = 1

We will now compare the ε-performance of the algorithms we have described before. In the convergence
analyses of the algorithms we have shown upper bounds on

1

T

T∑
t=1

∥∇F (θt−1)∥2,

For the theoretical study of the performance we will study the times necessary for these bounds to reach
a level ε. This means on the one hand to consider that these bounds are tight, and on the other hand to
consider that our algorithms will stop at a randomly chosen iteration in {1, . . . , T}, which would make
that the level of ∥∇F∥2 reached at the end of the algorithm can be any ∥∇F (θt−1)∥2 with t chosen
uniformly in {1, . . . , T}, and so in expectation it will be equal to the average of these terms.

Since in the convergence proofs we assumed that I = 1, we assume that it is the case in this section
too to use the previous results. Let us first compute the performance of PR-SGD-OLD.

Proposition 24. Assuming that I = 1, if k ≤ k1 then we have

1

Pε(PR-SGD-OLD)
= 1 +

1
α+β
2 + µI

P

(
β − α

2

(
1− 2

k

)
+

µ

P
(E[Z1]− µ) + γ(k − 1)

)
= 1 +

1
α+β
2 + µ

P

(
β − α

2
+ α

(
1

k − 1
− 1

k1 − 1

)
+ γk

)
.
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Proof. The proof and the computations are exactly the same as in Proposition 22, we simply need to see
from Theorems 6 and 9 that SGD reaches an error ε after A2/ε2 iterations while PR-SGD-OLD needs
A2/((k − 1)ε2), with A = 2L(F (θ0) − F (θ⋆)) + σ2 and then using Propositions 5 and 21 we obtain the
same quotients as in Proposition 22.

Proposition 25. Assume that I = 1. Let k0 := 1 +
√

βP
µ . If β ≤ α2P

µ then for any ε > 0 and for any k

such that k0 ≤ k ≤ k1 we have

Pε(PR-SGD-OLD) > Pε(PR-SGD),

where k1 is defined in Proposition 21.

This proposition confirms the observations made after Figure 11, where we explain that with very few
workers, PR-SGD-OLD is not as efficient as PR-SGD, typically in the case k = 2 because it only removes
the time of data loading compared to the non-distributed SGD.

Proof. The condition β ≤ α2P
µ guarantees that k0 ≤ k1. We consider θ0 ∈ Rd to be a constant vector,

and the same given to all the algorithms. Let us denote A := 2L(F (θ0)− F (θ⋆)) + σ2, Theorem 9 shows

that 1
T

∑T
t=1 ∥∇F (θt−1)∥2 is bounded by A√

kT
in the case of PR-SGD and by A√

k(T−1)
for PR-SGD-OLD.

For these bounds to reach a level ε we need respectively Tε =
A2

kε2 TOLD
ε = A2

(k−1)ε2 .

For PR-SGD, Proposition 11 shows that the time needed for running Tε iterations is

E[Tε(PR-SGD)] =

(
α+ kβ

k + 1
+ γk + (1 + E[ε])

µk

P

)
A2

kε2

≥
(
α+ kβ

k + 1
+ γk +

µk

P

)
A2

kε2
,

and Proposition 21 shows that for PR-SGD-OLD with k ≤ k1, running TOLD
ε iterations requires a time

E[Tε(PR-SGD-OLD)] =

(
α+ (k − 1)β

k
+ γ(k − 1)

)
A2

(k − 1)ε2

=

(
α

k − 1
+ β + γk

)
A2

kε2
.

Thus by definition of the ε-performance we have

1

Pε(PR-SGD)
− 1

Pε(PR-SGD-OLD)

=
1

E[Tε(SGD)]
(kE[Tε(PR-SGD)]− E[Tε(PR-SGD-OLD)])

≥ A2

ε2E[Tε(SGD)]

(
α+ kβ

k + 1
+ γk +

µk

P
− α

k − 1
− β − γk

)
=

A2

ε2E[Tε(SGD)]

(
µk

P
− α

k − 1
− β − α

k + 1

)
>

A2

ε2E[Tε(SGD)]

(
µ(k − 1)

P
− α

k − 1
− β − α

k − 1

)
=

A2

ε2E[Tε(SGD)]
· µ

(k − 1)P

(
(k − 1)2 − βP

µ

)
≥ 0.

Remark 26. This Proposition shows that PR-SGD-OLD is more performing than PR-SGD if we correctly
choose k. Even in the case k ≥ k2 we can show that PR-SGD-OLD outperforms PR-SGD under certain
conditions but we are not interested in this case because clearly none of the two algorithms is efficient
because the time for loading the data exceeds the time for processing it.
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Comparison to PR-SGD-PIP Concerning PR-SGD-PIP, we can easily see that in the case α = β,
PR-SGD and PR-SGD-PIP are equivalent, hence we have using the previous Proposition that PR-SGD-
OLD is more performing than PR-SGD-PIP in that case for k well chosen

Pε(PR-SGD-OLD)|α=β − Pε(PR-SGD-PIP)|α=β > 0.

We can argue that Pε(PR-SGD-PIP) is a continuous function of (α, β), and Pε(PR-SGD-OLD) is clearly
continuous by Proposition 22, it yields by continuity that PR-SGD-OLD has a better ε-performance than
PR-SGD-PIP when α and β are sufficiently close to each other. It is most probably the case for any α, β.

We do not give a proof of this claim, but we will see experimentally that the convergence of PR-SGD-
PIP is relatively bad, i.e. the gain it brings in terms of the runtime does not compensate for the delay of
O(h2) it generates in the convergence rate (Theorem 18).

8.2 Choosing the Task Size

As explained in Section 5, choosing the task size I is not easy: choosing it too small will increase the
synchronization cost, and choosing it too big will reduce the quality of the convergence.
We show in Figure 12 the evolution of the loss with the number of epochs and with time for SGD and
for PR-SGD with I ∈ {10, 15, 50, 100}.

Figure 12: Loss during 500 epochs of learning represented in logarithmic scale, using PR-SGD different
take sizes I ∈ {10, 15, 50, 100} with k = 4 workers on a data set with 50000 observations.

Let us focus on the loss with the number of epochs: we see that choosing I = 100 gives a level of
convergence very similar to the non-parallel mode, while choosing I even smaller than 100 gives a better
convergence. In fact, synchronizing the results often leads to having less noise and thus converge better
to the close local optimum. On the right figure we observe the convergence as well as the runtimes with
different values of I.

Remark 27. As we can expect, the distributed setting gives a faster runtime than the non-parallel SGD,
however the time ratio seems to be hardly 1.5 or 2 while we are using 4 threads, this is mainly due to the
time of loading pages as shown previously in Figure 9.

Smaller I, Longer Runtime For the PR-SGD runs, we see that the runtime is decreasing when
choosing larger I, this is partially because we have more synchronization steps, but mostly because the
idles are more important when I is bigger. In fact, if we see closer the time τi,t spent by wi on the step
t, i.e the time for processing the observations al with ((t − 1)k + (i − 1))I + 1 ≤ l ≤ ((t − 1)k + i)I
(Proposition 7), we can write

τi,t =

((t−1)k+i)I∑
l=((t−1)k+(i−1))I+1

ηi,l,
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where ηi,l is the time needed by wi to process observation l. Let us consider I, J ∈ N∗ such that
Q := I/J ∈ N. The time needed for processing the first I observations if we choose a take size I is

τ I = max
1≤i≤k

{
I∑

l=1

ηi,l

}
(17)

and if we choose a take size J then the time for processing the first I observations is

τJ =

Q∑
u=1

max
1≤i≤k


(u+1)J∑
l=uJ+1

ηi,l

 . (18)

We have immediately that for any i ∈ {1, . . . , k}

I∑
l=1

ηi,l =

Q∑
u=1

(u+1)J∑
l=uJ+1

ηi,l ≤
Q∑

u=1

max
1≤i≤k


(u+1)J∑
l=uJ+1

ηi,l

 = τJ ,

taking the maximum on i ∈ {1, . . . , k} yields

τ I ≤ τJ .

Moreover, τJ − τ I is in the worse case linear with I/J : in fact, let τJi,u :=
∑(u+1)J

l=uJ+1 ηi,l the time needed
for processing J observations, as assumed during all the report it takes uniformly distributed random
values in some interval [αJ , βJ ]. Equations 17 and 18 can be written as

τJ =

Q∑
u=1

max
1≤i≤k

τJi,u, and τ I = max
1≤i≤k

{
Q∑

u=1

τJi,u

}
.

In the setting

τ̃Ji,u =

{
βJ if u = i[mod k]
αJ otherwise,

we have
max
1≤i≤k

τ̃Ji,u = βJ ∀u ∈ {1, . . . , Q}

and (assuming that k divides Q)

Q∑
u=1

τ̃Ji,u =
Q

k
βJ + (Q− Q

k
)αJ ∀i ∈ {1, . . . , k}

which gives τJ = QβJ and τ I =
(

βJ

k +
(
1− 1

k

)
αJ
)
Q. Hence the difference of the two gives

τJ − τ I =

(
1− 1

k

)
(βJ − αJ)Q

=

(
1− 1

k

)
(βJ − αJ)

I

J
.

Choice of I The previous development gives a good idea why choosing smaller take sizes can induce a
longer runtime even without taking into account the synchronization.
On the particular example we showed in Figure 12, I = 10 seems to be the best choice of the take size
because it reaches smaller loss values faster. We chose however for out next simulations I = 150 because
it gives a convergence curve very similar to SGD, and thus it will enable evaluating the ε-performance
by just observing the execution time ratio.
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8.3 Convergence and Runtime

We saw in Section 6 that PR-SGD-PIP has an increased execution speed compared to PR-SGD, but the
convergence rate is slower. We ran both algorithms as well as SGD on many datastes, and we always
observe that PR-SGD-PIP cannot reach the same loss level as SGD or PR-SGD, even though its execution
time is a little bit shorter than PR-SGD’s.
As for PR-SGD-OLD, it gives a convergence rate very similar to PR-SGD’s and SGD’s, but it has a much
faster execution time, which makes it the most performing algorithm. We show in Figure 13 an example
of how these algorithms compare to each other with I = 150 and k = 4.

Figure 13: Comparing SGD, PR-SGD and PR-SGD-PIP on dataset with 50000 observations over 500
epochs, with I = 150 and k = 4.

Note that in Figure 13, PR-SGD-PIP brings down the loss from ≈ 9 × 103 to ≈ 80, which means
that it is a performing optimization algorithm, on the right Figure we even observe that it outperforms
PR-SGD during the first epochs, but its weakness is revealed when we need optimize on tight valleys of
the objective function, and the gradients need to be a as precise as possible.

8.4 Execution Time Ratio

We will now see how the number of workers influences execution time ratio of our algorithms. The number
of observations per page is P = 13700 and N = 550000, so we have 40 pages. The loading time of a page
is on average µ = 125ms, we notice experimentally that µ has a very small variance, the hypothesis that
it is a constant is thus legitimate. Finally, for a choice of I = 150, we obtain α = 6.70 ms and β = 11.26
ms, and we have γ = 0.0005 ms ≈ 0 ms. Processing one page using worker should take a time in order of
magnitude αP/I =≈ 611. The distribution of the execution time τ I of requests of size I does not really
follow a uniform distribution on [α, β]. The values of α, β we gave were chosen such that

E[τ I ] =
α+ β

2
and Var[τ I ] =

(β − α)2

12
.

thus if we consider that it is a uniform distribution we obtain the correct mean and variance.
To test the execution time ratio in Proposition 22, we run SGD on the dataset we have described,

and then we run the three algorithms with different values of k. Each experiment is repeated 10 times
to compute an average of the runtime. We will plot the curve of the function

k 7→ E[T (SGD;N)]

k · E[T (PR-SGD-OLDk;N)]

with N = 550000, that approximates the execution time ratio which is in reality the limit when N
tends to infinity. In Figure 14 we plot the results of this experiment as well as the theoretical curve of

33



k 7→ TR(PR-SGD-OLD)(k) given by Proposition 22 for k ≤ ⌈k1⌉, with k1 given in Proposition 21:

k1 = 1 +
αP

µI
= 5.60.

Figure 14: The execution time ratios with the setting described above, for k ∈ {2, . . . , 12}.

The first observation that comes up is that PR-SGD-OLD has a much better execution time ratio than
PR-SGD or PR-SGD-PIP. In fact, PR-SGD is better when using 2 workers, but its efficiency decreases
when adding more workers, while PR-SGD-OLD becomes even better. Its efficiency also starts dropping
after using more than 6 workers because the loading time becomes longer than the processing time as we
explained previously. We also observe that PR-SGD-PIP has a better execution time than PR-SGD, but
as we saw in the previous section PR-SGD stays better because it reaches smaller loss values.

Concerning PR-SGD-OLD, the theoretical curve is close to the experimental one for k ≤ 6, the
theoretical curve even seems to be pessimistic with regards to the real results. The difference between
them is certainly due to the assumption that τ I ∼ U [α, β], which is not true in reality. What is also
remarkable is the value 0.9 of TR(PR-SGD-OLD) reached for k = 6. It means that using 6 threads we
have a 5.37 speed up, which is very impressive !
As for the convergence rate, Figure 15 shows that increasing the number of workers reduces the loss

Figure 15: the ratio loss(k)
loss(k=1) , where loss(k) is the value of F obtained after processing 27.5 × 106

observations with PR-SGD-OLD using k processors.

obtained after N iterations. The difference is though not very significant. Anyways, it confirms that
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having more workers does not have a bad impact on the convergence, and thus the ε-performance of the
algorithm when varying k can be lower bounded by its execution time ratio.

9 Conclusion

In the work we have done, we have first reviewed the PR-SGD algorithm, which is a distributed gradient
descent algorithm, but in a more simplified framework than in the original paper. We also estimated its
execution time and reviewed its proof of convergence. PR-SGD has the advantage of being a reproducible
algorithm, unlike other distributed gradient descent algorithms such as HogWild!. It has however the
disadvantage of having idles to the synchronization between the workers.
This problem is accentuated in the case of very high dimensional data that cannot be loaded on the
RAM at once, because the data loading is a costly operation that takes a long time, and that will hence
generate important idles.
A first solution to overcome this is to allow the workers to start their next tasks without waiting for
all the others to finish. But to keep the reproducibility of the algorithm, we were forced to not use the
results computed at step t − 1 at step t. We therefore proposed an algorithm PR-SGD-PIP, and we
showed that mathematically it is equivalent to a gradient descent using delayed gradients, a problem that
has already been studied in the literature. The execution time is thus improved compared to PR-SGD
but the convergence rate is slowed down by a factor O(h2).
Since all the processors have access to the same database we proposed yet another variant PR-SGD-OLD
of PR-SGD, where one worker will take care of loading the data on a shared memory in advance while
the other workers will perform the gradient descent on the already loaded data. Given the large data
loading time in our cases, we have shown that this algorithm is much more efficient than PR-SGD or
PR-SGD-PIP, and achieves very high speedup as long as the number of workers does not exceed a certain
critical value k1. The limiting and blocking point of this algorithm is not the gradient descent or the
synchronization between workers, but rather the data loading time. This could be improved by taking
a more technical look at how the data is represented and stored, and trying to compress it in order to
speed up its reading.
We proved PR-SGD-OLD to be more efficient than PR-SGD when the data loading takes a time com-
parable to the time for processing it. This is typically the case when we high very dimensional data
and each gradient is computed only using few features of an observation. It is only the case when using
machines that have powerful processors but slow RAM.
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A Mathematical Tools

Reminders of Smoothness and Strong Convexity

We remind here the definition of a L-smooth function and the classical inequality it verifies.

Definition 28 (L-smoothness). Let F : Rd → R be a differentiable function. F is said to be L-smooth if
its gradient is L-Lipschitz, i.e for any x, y ∈ Rd we have

∥∇F (x)−∇F (y)∥ ≤ L∥x− y∥.

Proposition 29. If F : Rd → R is a L-smooth function then for all x, y ∈ Rn we have

F (y) ≤ F (x) + ⟨∇F (x), y − x⟩+ L

2
∥x− y∥2.

Computational Results

We prove here some elementary results that were used in previous proofs.

Lemma 30. If Z is a random vector in Rd then

E[∥Z∥2] = E[∥Z − E[Z]∥2] + ∥E[Z]∥2.

Proof. Let Z = (Z1, . . . , Zd) a random vector in Rd. By linearity of the expectation we have that
E[Z] = (E[Zu])1≤u≤d and

E[∥Z − E[Z]∥2] =
d∑

u=1

E[(Zu − E[Zu])
2]

=

d∑
u=1

E[Z2
u]−

d∑
u=1

E[Zu]
2 = E[∥Z∥2] + ∥E[Z]∥2.

Lemma 31. If Z1, . . . , Zk are k independent random vectors in Rd then

E[∥
k∑

i=1

(Zi − E[Zi])∥2] =
k∑

i=1

E[∥Zi − E[Zi]∥2].

Proof. Without loss of generality, we can assume that E[Zi] = 0 for all i ∈ {1, . . . , k}. We have then

E[∥
k∑

i=1

Zi∥2] =
k∑

i=1

E[∥Zi∥2] + 2
∑

1≤i<j≤k

E[⟨Zi, Zj⟩],

and by independence we have for any 1 ≤ i < j ≤ k that E[⟨Zi, Zj⟩] = ⟨E[Zi],E[Zj ]⟩ = 0, which gives
the result.

Lemma 32. If u1, . . . , uk are i.i.d random variables following a uniform random distribution in [0, 1]
then

E
[
max
1≤i≤k

{ui}
]
=

k

k + 1
.

Proof. Let U := max1≤i≤k{ui}. We have that U ∈ [0, 1] a.s. and for any x ∈ [0, 1]

Pr[U ≤ x] = Pr[∀1 ≤ i ≤ k : ui ≤ x] = Pr[u1 ≤ x]k = xk.

U has therefore a density function x ∈ [0, 1] 7→ kxk−1 and thus

E[U ] =

∫ 1

0

x · kxk−1dx =
k

k + 1
.
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